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1.0 Ceneral

1.1 Purpose of Functional Description. Thi s Functional Description
for the Air Force d obal Wather Central Satellite Processing

Wor kcenter (AFGWC/SYSS) is witten to provide:

a. Adescription of the techniques, processes, and datathat are
used by SYSS to prepare Defense Meteorological Satellite Program (DMSP)
and National Cceanic and Atnospheric Adm nistration (NOAA) satellite
i mgery and sensor data for use by weather analysis and forecasting
nodel s.

b. A basis for devel opnent of requirenents for future upgrades to
t he AFGAC har dware/ software system

1.2 Project Reference6
The follow ng references apply to this project:

a. Data Reconstruction System Site IIl Upgrade Study, The
Aer ospace Corporation. TOR-0090(5478-31)-1, 31 Decenber 1989

b. 8SM/I and ssSM/T Sensor Data Flow and Processing, The
Aerospace Corporation. TOR-92(2478)-2, 17 February 1992

c. DOD-STD-7935A Automated |nformation Systens Docunentation
St andards, 31 Cctober 1988

d. DVSP Environmental Data Fl ow, Aerospace Corporation
Techni cal Menorandum 88(3478-51)-14

e. AFGAC Pamphlet 105-1, 6 July 1987

f. AFGAC Real -Tine O oud Analysis Mdel, Technical Note 88/001
g. AFGAC Dat a Format Handbooks, Vol. 1,2/Version 1, March 90

h. AFGAC d oud Forecast Mdels, Technical Note 87/001

i. AFGAXC Anal ysi s/ Forecast Mdel System Technical Note 79/004

j. AFGAC Snow Anal ysis Mdel, Technical Note 86/001



1.3 Terms and

AFGWC
AFTAC
AGRMET
APC
ASPAM
AUTODIN
DF
D\VSP
DOF
DOV
DOS
DRS
EDR
ETC

FD
FNOC
GCES

HIRAS
H PS
IR

LF

LS
NESDI S

NM

NORAD
CETS
OLS
RVS
RTNEPH
SDHS
SDR
SFC
SATSCH
SGDB
SMC
SOPS
SsM/1
SSM T-1

Abbr evi ati ons

Air Force d obal Wather Central

Air Force Tactical Applications Center
Agricul tural Meteorol ogical

Antenna Pattern Correction

At nospheric Slant Path Analysis Mdel
Automated Digital Information Network
Data Formatter

Def ense Meteorol ogical Satellite Program
AFGAC M ssion Tailored Product Branch
AFGAC Met eorol ogi cal Products Branch
AFGWC Speci al Qperations Branch

Dat a Reconstruction System

Envi ronnental Data Record

El apsed Time Counter

Functional Description

Fleet Numerical Cceanographic Center
Geostationary (perational Environmental
Satellite

H gh Resolution Analysis System

Har dcopy | nage Processing Subsystem
Infrared

Li ght Fine

Li ght Snooth

Nati onal Environmental Satellite Data
Information Service

Nati onal Geophysical Data Center
Nautical Mle

Nati onal GCceani ¢ and At nospheric Adm nistration
North Anmerican Aerospace Defense Conmmand
Orbital Elenment Transfer System
Operational Linescan System

Root Mean Square

Real - Ti me Nephanal ysi s

Satellite Data Handling System

Sensor Data Record

(Air Force) Space Forecast Center
Satellite Scheduling System

Satellite d obal Database

Space and Mssile Systens Center
Satellite Operations Squadron

Speci al Sensor M crowave Imager

Speci al Sensor Microwave Tenperature Sounder



ssM/T-2 - Speci al Sensor M crowave Mi sture Sounder

System B -Abackup Unisys 1100 (for System A)used to do
preprocessing for the Cray

system 5 - A Unisys 1100/91 used for satellite data
processi ng

System 6 - A Unisys 1100/91 used for development and backup

TF - Thermal Fine

TS - Thermal Snooth

WIPP - Weat her Information Processor Production



2.0 System Summary
2.1 Background

This project is an initiative supported bythe Space and
M ssile Systenms Center (SMC/IMO) that is designed to document the
current methods of environmental support provided by the
Satellite Processing Wrkcenter at AFGAC. This phase of the
project is intended to docunent the processing of data received
from the DVSP/ NOAA weather satellite system from receipt ofthe

data by Site Il at AFGAC through input to the

anal ysi s/ forecasti ng weat her nodels. The Functional Description
for Site 11l was previously conpleted by AFGAC personnel. A
diagramof Site Ill is provided at Figure 1.

AFGAXC is divided into two divisions. The Operations
Division (DO supports APGAC daily operations, while the Systens
Di vi sion (SY) supports hardware and software devel opnent and'
nmai nt enance. SYSisthe Software Branch within the Systens
Division, while SYSS is the Satellite Processing Wrkcenter
within the Software Branch.

2.2 (bjectives

This effort is intended to provide a basis forthe proposed
rearchitecture of AFGWC systens. An initial objective is to
docunent existing techni ques, procedures, processes, and data-
flows that support various AFGAC customers. To support this
obj ective, this docunent was witten in the formofa Functional

Description (FD) (Reference c). The Functional Description wll
then provide a basis for the development of requirenments for an
upgrade ofthe facility hardware/software. Al so, the FD will aid

in the devel opnment of a Request For Proposal (RFP)and wil |
provide information to contractors who bid on the proposed AFGAC
upgrade contract. Conput er - A ded Sof tware Engi neering (CASE)

di agranms for SYSS functions are included in Appendix A

2.3 Existing Methods and Procedures

DVSP satellites are designed to acquire and store
environmental data f£rom an altitude of 450 nautical mles (NM in
a pol ar sun-synchronous orbit. They can read out the stored data
to a ground station or transmt the data in real tine to a



tactical van or shipboard term nal. DMSP has four recorder8 on
board to store imagery/ mssion sensor data and four transmtters
to downlink dat a. The recorders have the capacity ofstoring 40
m nutes of fine data (visual or infrared (IR) at 0.3 NM or 400
m nutes ofsnooth data (visual or IR at 1.5 NM. The satellite
is capabl e of reading out and downlinking three recorders’

si mul t aneousl y. Typically, one or two recorders are read out
simul taneously to a ground stati on. The DVBP satellites downlink
imagery and telenetry to one of four ground stations normally at
| east once perrevol ution. The ground stations are |ocated at
Fairchild AFB, Wshington, and sites in New Hampshire, Thul s
(Geenland), and Hawaii .

From the ground station the downlink signal is retransmtted
to AFGAC at O futt AFB, Nebraska and the Navy's Fleet Numerical
Cceanographic Center (FNOC) in Mnterey, California via
communi cation satellites. FNOC processes and uses snooth visual
and IR imagery and Special Sensor Mcrowave Imager (SSM/I) sensor
dat a. | magery from NOAA weat her satellites is received at Ofutt
AFB from WAl l ops Island, Virginia and Gilmore Creek, Alaska via a
communi cations satellite. Since AFGAC processes many satellites,.
there is a prioritization scheme which may cause | onger
processing tinmes for NOAA data. Also, Geostationary Operational
Environnental Satellite (GOES) inmagery is received at Ofutt AFB
fromthe Wallops Island ground station via a transponder on the
GOES satellite.

The DVSP downlink signal is sent fromthe receive antenna to
the Site 111 Data Reconstruction System (DRS) ingest facility via
a fiber optic line. The fiber optic receiver sinultaneously
sends the entire data stream to the 6th Satellite Operations
Squadron (6th SOPS). Next a demultiplexer renoves the voice
data, telenetry, and site status data before sending the data
streamto a |level converter. Refer to Figure 1 for a diagram of
the overall data flowin Site I11.

A K&4 decryption device forwards the data to the
dei nterl eaver. The deinterl eaver separates the downlink data
into Qperational Linescan System (OLS), visible, infrared, and
m ssi on sensor data streams.

The downlink data then enters the Swi tching and Patching
Subsystem and is routed according to its processing requirements.
The Switching and Patchi ng Subsystem routes DVSP data to the Data
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Formatter (DF), archives DVSP data to magnetic tape, and sends
selected DVBP data to the Hardcopy | nage Processing Subsystem
(HPS). The H PS processor sends orbit tine information to the
operator's console. DVSP data is also routed through a
decommutator to the Satellite Data Handling System (SDHS). The
deconmut at or does sone inmage calibration and frame

synchroni zation functions. The data signal for the Data Archi val
Exabyte storage system is patched around the deinterleaver in
Site Il because the archival systemcontains its own

dei nterl eaving boards. The data signal is processed in an

unal tered form for storage. The Exabyte cartridges are sent to
t he National Snow and Ice Center in Boul der, Colorado for

per manent storage.

The Data Formatter buffers and reformats the m ssion sensor
data into one-second packets and forwards the data to a Unisys
conputer (System 5) for processing. At the sametime, (COLS data
is snoothed to 3 MM and forwarded to System 5 for processing.
System 5 m ssion sensor processing separates the data into
Prepfiles by sensor type and then generates Sensor Data Records
(SDRs). Also on System5, the SYNAPSE OLS processi ng software
prepares the OLS data for inclusion into the Satellite d obal
Dat abase (sGDB). The SGDB is the central point ofaccess for
visual and infrared satellite data for AFGWC’s nodel s (Real Time
Nephanal ysi s (RTNEPH), Atnospheric Slant Path Anal ysis Mde
(AsPAM), H gh Resolution Analysis (HIRAS), etc.). The SDHS
system al so has access to the SGB for displaying data if
desired. The sSDHS can al so display any DVSP visual or infrared
data that is received by Site |11

NOAA data is al so incorporated into the RTNEPH. NOAA and
GCES are received via their owm antennas and fiber optic receive
equi pment . The NOM signal is input to Site Ill at the Switching
and Pat ching Subsystem function andisrouted through a
decommutator to the SDHS. It is also routed to the Data
Formatter and then to System 5 for RTNEPH processing. The GCES
satellite signal is also routed through the Switching and
Pat chi ng Subsystem to a separate decommutator before being stored
on the SPHS. GCES data is only used on the SDHS for display and
har dcopy pur poses.



2.3.1 Scheduling Processes

The scheduling process identifies for Site Il which primry
and m ssion sensor data is to be expected and when it shoul d be
received by AFGAC. The process includes data recei pt and
processi ng schedule information for the pmsp vehicles (currently
F8 - mission sensor data only, and F10 and F11 -~ primary sources
of data) and NOM satellite primary sensor data (N11 and N12).

The scheduling process identifies requirements for the data,
data processing, and associated priorities. AFGAC processing
software verifies data recei pt based upon scheduling information.
User requirenents at AFGWC are identified by AFGWC/Special
Support Branch (pos) & M ssion Tailored Product Branch (DOF)
(sprint, or mssion essential requirenments), AFGWC/Meteorological
Products Branch (poM) (for the SGDB and forecast generation), and
Site I'll (ingest and di ssem nation).

Schedul i ng products are used to build the customer Prepfiles
(files that contain reformatted m ssion sensor data, one for each
sensor) and the SGDB. Informati on on the el apsed tinme counter
(ETC), or fiducial are also included as part of the scheduling
pr ocess. This provides the position in time that the OLS is
scheduled to turn on or off. The ETC,given in seconds, is reset
daily at 0000z

The AFGANC schedul i ng process that has existed for nany
years, known as the "Ephemeris Data Schedul i ng" process
(EPHEMDAT), is currently being replaced in order to streanii ne,
update, and automate the process, and to reduce the manual i nput
of data needed to devel op the AFGAC schedul e. The new process
will also elimnate the need for seven-day and three-day schedul e
updat e processes, replacing these with one process that wll
build a two-week schedul e, once each week.

The revised process, the Satellite Scheduling System
(SATSCH), is being witten at this time and is expected to be
fully operational in Novenber 1993. SATSCH will be a nuch nore
flexi ble scheduling systemthat will be capable of handling data
fromup to eight satellites and will permt the scheduling of up
to seven sensors per satellite.



2.3.1.1 Satellite Epheneris (Geolocation) System

The process of building the new epheneris files starts each
Thursday with the receipt of the North Anerican Aerospace Defense
Conmand (NORAD) El ement Set nessage from NORAD via the Automated
Digital Information Network (AUTODIN). The El enent Set Message
contai ns propagated two-card Keplerian el enent sets for ten days
into the future. An Elenment Set message is received tw ce
weekly, on Tuesday and on Thursday. The Tuesday nessage is an
update ofthe previous Thursday nessage, a propagated el enent set
valid for six days into the future.

Early each Tuesday, the two-card NORAD El enent Set AUTODIN
nessage is received by the Wather Information Processor
Producti on (WIPP) which verifies that the data is complete. If
errors are identified, a re-transmssion ofthe elenent set is
requested from NORAD.

The new epheneris system name was unknown at the tine that
this functional description was witten. The following files
were named With a convention of EPHEM* This replaced the
previ ous SIGSS*.

Unl i ke the ®old" Epheneris Data Scheduling process, the
Obital Element Transfer System (OETS) does not require the
manual input of the NORAD El enent Set message into the scheduling
process. Upon recei pt on Tuesday, this data is automatically
sent to the SDHS by OETS via HYPERchannel in the form of a New
El ement Set file (EPHEM*OETS). The New El enent Set file is
archived on system B and System 6 inthe event that another build
i S necessary.

On Thursday, another Elenent Set nessage is received by
WPP. This message provides updated ephemeris data for the next
ten days and is actually used in building the AFGAC schedul e.
When the El enent Set message is received, it replaces any
existing file on the system OETS takes the AUTODIN nessage from
WPP and sends it to System5, quality controls it, formats it,
and ships it to SDHS. Thus, the SDHS transfer file that was
generated on Tuesday for SDHS is updated and a Revised El enent
Set file (EPHEM*OETS) is created and transferred. The Revised
El enent Set file is also sent to Systens B and 6 for archival in
the event another build is necessary.



The "upload Epheneris" process reads data from the Revised
El enent Set file in order to propagate the satellite "backward®
or "forward" to the proper orbital start point so that precise
satellite position informati on can be derived. From t hi s point,
the satellite is propagated mnute by mnute until the stop
revolution is found. This information is sent to the Satellite
Location files (PROD*EPHEMwooook, Where “sooooex® IS the satellite
identification nunber) for use by other processes. The Satellite
Location file provides mnute by mnute satellite |ocation
information for use in processing primary and m ssion sensor data
for each DVSP satellite (one file for each satellite), including
ascendi ng and descendi ng nodal data on the el enent set used.

Before the Satellite Location file is used operationally, a
background quality control check is performed to conpare the old
epheneris data with the new. The new data nust be within
establ i shed tol erances before it is accepted and processed.

The Revised Elenment Set file, together with information
fromthe Satellite Location file and date/tine information, is
used by the *HIPS El enent Conversion" process (EPHEM*ABS.HIPELT)
to generate the H PS Revised New El ement setfile
(EPHEM*NEWELEMENTS .HIPS). The "HIPS Epheneris Calculation®
process (EPHEM*ABS.EIPEPH) then uses this file to make a H PS
tape. The information is also sent to the "HIPS Tape Quality
Control® process (EPHEM*ABS.HIPQC) which then perfornms a
verification check against the HPS tape to ensure data accuracy.

Revi sed Element Set file data is forwarded to the "Input®
process (EPHEM*ABS.INPUTS) which uses the information to devel op
t he Epheneris Paraneters file (PROD*EPHPAR.xooowx). This file
breaks out the elenment set data into separate files bysatellite.
Separation ofthe data by satellite is required by AFGWC/DOS.
This information is sent to Systens 3, 5 and 6.

The "Two-Minute" process (EPHEM*ABS.TWOMIN) receives data
from the Satellite Location file and generates satellite
geol ocation information at two-minute intervals. The TWOM N
Print report is produced fromthis data and is sent to Site 1|1
and to the National Snow and |Ice Center in Boul der, Col orado.
Site Ill uses this report to verify the gridding of H PS inmages.
Refer to Figure 2 fora diagram of the satellite ephemeris
(geol ocation) system

10
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A: Organi zati on Responsi bl e: SYSS
B: Equi pment: Unisys 1100/91 (System 5)
c: Input: NORAD El enent Set Message
Qutput: HPS Tape

PROD*EPHEMiooOK
PROD*EPHPAR , 30008XX
Satellite Propagation data to SDHS
TWOM N Pri nt

2.3.1.2 Predictive Scheduling Files

The process to build the DVBP Predictive Scheduling file
(SATSCH*DMSP) involves two tapes. The FNOC tape, which is for
readout site prediction, is built by the 6th SOPS, and provides
readout site prediction, identifies which readout revolution wll
be played backto the ground station, and the tine and |ocation
of each satellite revolution. This tape is input to the "Read
DVSP pata® process (SATSCH*ABS.DMSP) which reads the data, does a
guality control check and converts the data into the proper
format. The data is then witten to the DVSP Predictive
Scheduling file.

The other tape, the AFGAC tape (al so created by the 6th
SOPS ), contains the Master Conmand Load List (KCMLL) which
identifies the on and off latitude and f£iducials for each
satellite revol ution. It is provided in 24 increnents, for seven
days, and is also processed by the "Read DVSP Data" process to
pl ace the RCMLL data into the DVBP Predictive Scheduling file.

The weekly NOM Interrogation Schedul e provides projected
interrogation tines for NOM satellite data. The schedule is
received via an electronic bulletin board in Site Ill and then is
manual |y inserted and transferred through the MIlink, which is
t he comunication |ink from AFGWC personal conputers to the
mainframe, System 5. It is the pseudo-equivalent of the FNOC
tape for NOM satellites, and includes data such as satellite
identification, revolution nunbers, site readout, tine of readout
and orbit information. It is formatted into the NOM Predictive
Scheduling file (SATSCH*NOAA) by the "Read NOM Data® process
(SATSCH*ABS.RDNOAA) .

12



AFGAC al so receives a daily NOAA command |isting which
contains the date and time, and start arid stop of the NOM
coomand load list. It can be printed and used, if desired, by
Site Il personnel to determne if all of the expected NOM data
was infact received on that particular day, as projected by the
Team Chi ef checkl i st.

Allfiles and interim processes created during devel opnent
of the scheduling files are backed up to tape. This is done to
permt the systemto be restored in the event of a system crash.
See Figure 3 for an overview data flow diagram for the satellite
scheduling system

A: Organi zati on Responsi bl e: SYSS
B: Equi prent: Unisys 1100/91 (System 5)
C Input: FNOC Tape
AFGNC Tape
NOaa I nterrogation Schedul e
Qut put : DVSP Predictive Scheduling File
NOM Predictive Scheduling File

2.3.1.3 Processing Requirements File

The procedure to build the Processing Requirenents file
(SATSCH*PROCREQ) starts with the standing requirenents contained
in the Processing Requirenents Database. These requirenents are
input to the "Update Requirements™ process (SATSCH*ABS.RQMNTS)
and define such things as user and AFGWC/DOS area coverage
requi rements, sprint versus non-sprint, priority, and extent of
guarter-orbit coverage necessary to satisfy the requirenent.

The process defines for SYNAPSE, the Satellite Data
Processing function, what O.S data is to be put into the SCGCDB and
where (by quarter-orbit), and if the RTNEPH model is to be run.
The process only identifies OLS data; no m ssion sensor
requi rements are specifically identified.

The Requirenments process is run only when a user requirenent
changes. In order to incorporate those changes, the process is
run with the new requirenents included and a new Processing
Requirenents file is generated. The new information is included
in the scheduling process only after the "Satellite Schedul e"
process is rerun.

13
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A: Organi zati on Responsi bl e: SYSS

B: Equipnent: Unisys 1100/91 (System 5)

c: Input: Processi ng Requirenents Database
out put: SATSCH*PROCREQ

2.3.1.4 Satellite pParameters Pile

The Satellite Paraneters Database contains information on
the various satellites that will have data ingested and processed
by APGAC. This includes specific satellite paraneters, orbit
inclination angles, and DF Header Card information for each
satellite.

The "Satellite Initialization" process (SATSCH*ABS.SATINT)
reads the data elenents in the Satellite Paraneters Database and
converts them into the proper Asciformat for the Satellite
Paraneter file (SATSCH*SATPAR). These paraneters are updated
rarely, occurring only when such things as a paranmeter for an
existing satellite changes or when a new satellite is |aunched.

Qutput fromthe Satellite Parameter file is also provided to
t he "NOVA" process (SATSCH*ABS.NOVA) which builds the NOVA file
(SATSCH*NOVA). Data elenent information on the satellites, such
as quarter-orbit information for each satellite, is obtained from
the Satellite Parameter file. In addi ti on, revolution nunber and
satellite identification are obtained £from the Master Schedul e
file (SATSCH*SATSCH) (see paragraph 2.3.1.5 below). The
resulting NOVA file contains the DF Header Card and schedul i ng
i nf ormati on. The file is sorted by satellite and then in a time
sequence by satellite format. The NOVA file is copied to the
NOVA Tape and is provided to Site IIl where it is |oaded onto the
NOVA nmachi ne.

A: Organi zati on Responsi ble: SYSS
B: Equi prment: Unisys 1100191 (System 5)

C. Input: Satel |l ite Parameters Dat abase
SATSCH*MASTER
Qut put : NOVA Tape
SATSCH* SATPAR

2.3.1.5 Mster Schedul e

The Master Schedule file provides a schedule of satellite
command and readout activity for 14 days. The schedule provides
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epheneris data and all scheduling products for AFGAC

The "Satellite Schedul er" process builds the Master Schedul e
file and receives inputs fromthe following files: DIVSP
Predictive Scheduling, NOAA Predictive Scheduling, Processing
Requi renents, and Satellite Paraneter. The process is run every
Thursday to add a new week to the file. The result is al4 day
wi ndow that is constantly rolling forward in order to maintain
current and accurate scheduling information for the seven day
peri od begi nning every Mbonday.

Three standard printouts or reports are generated by the
“Print" process (SATSCH*TCHIEF, SGDB, & MASTER)). The Satellite
Pass Display (SGDB) printout provides a pass by pass breakout of
the data available. The Team Chief Checklist printout is a
report provided to the Site III team chief and provides
information on the sequence of data arrival by tinme instead of by
satellite. The Master printout gives SYSS a troubl eshooting and
quality control tool.

The "Create | NFODP & Create DELFILE"™ processes
(SATSCH*INFODP and SATSCH*DELFILE), generate two files. The
first, the Mssion Sensor Scheduling file (PROD*INFODP), is used
by the "M ssion Sensor Data Sort® process (SSPSRT) in the M ssion
Sensor Preprocessing function to quality control the readout of
revol uti on dat a. The second, the Quarter-Orbit Control file
(PROD*DELFILE), is used by the "Satellite Processing
Controller/Manager™ process (SPNCON) within SYNAPSE and in SSM/I
processing. These processes will be deleted when SSPSRT and
SYNAPSE software sections are nodified to use the SATSCH*MASTER
file.

A: Organi zati on Responsi bl e: SYSS
B: Equipment: Uni sys 1100/91 (System 5)
C Input: SATSCH* DIVBP
SATSCH*NOAA
SATSCH PROCREQ
SATSCH*SATPAR
Qut put : NOVA Tape
PROD*DELFILE
PROD* INFODP
Satellite Pass Display Printout (SGDB)
SATSCH* MASTER
Team Chief Checkli st
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Mast er Pass Printout
2.3.1.6 NOAA Data Receipt and Processing

NOM visible and infrared data is received through the Site
I1l DF and is processed in a simlar nmanner as the DMSP dat a.
Only primary sensor data fromthe NOM satellite is received.
The data is processed into the SGDB and then forwarded to the
SDHS three tines each day. Data from each quarter orbit is also
sent to the SDHS. NOAA data can be used to replace DVMSP OLS
(visual and infrared) data if required.

2.3.2 Primary Sensor Processing

The DVBP satellite's imaging sensor, the OLS, is the primary
data acquisition system used by AFGAC. The COLS provi des high
resolution 0.3 NMinagery in the infrared (thermal fine (TF)) and
visible (light fine (LF)) regions of the el ectronagnetic
spectrum El ectroni ¢ snoot hing converts the TF and LF data to
1.5 NM nedium resolution imagery in the infrared thermal snooth
(Ts) and visible light snmoboth (LS) spectrum, all owi ng recovery of.
stored data on a gl obal basis. Another visible channel provides
only LS inmagery under half nmoon or brighter night illumnation.
The QLS includes and controls four digital tape recorders, each
with a storage capacity of 1.67 x 10* bits.

Data can be transmitted inreal-time to Mark IV vans, and is
al so stored on-board for playback and transm ssion to the readout
sites when the satellite is over the readout site. The systenis
data managenent unit has a capability to acquire, process,
record, and output data fromup to 12 sensors. The QLS provides
complete gl obal neteorol ogical imagery every day. Wile AFGAC
receives all data fromall of the DVSP sensor suite, the Navy
Fleet Nuneri cal Oceanographic Center processes only O.S and SSM/I
dat a.

The follow ng atnospheric data products can be derived from
the O.S: cloud anmount, type, layers, and togs; albedo
(reflection off of the earth's surface); cloud-free line-of-
sight (CFLOS); precipitation; severe weather; icing; and target
scene polarity (ie., white on bl ack). In addition, ionospheric
data products that can be derived £rom COLS data include: auroral
em ssions; auroral boundaries; and ionospheric conductivity.
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Refer to Figure 4 for a diagram of primary m ssion sensor
processi ng.

2.3.2.1 SYNAPSE Process

After the data is split in the DF in Site IIl into primary
and m ssion sensor data streans, the OLS data is sent to the
SYNAPSE functi on. SYNAPSE is the major software system that
controls, directs and manages the recei pt and processi ng of DVSP
Bl ock 5D data, including rectification of that data into the
SGEB. Wthin SYNAPSE, the "Realtime Data Take and Monitoxr"
process (NERVE) is continuously nonitoring the DF channel for
ot her than "zero" bits. \Wen a “one" bit is encountered, the
“Realtime Data Take and Monitor" process recogni zes that data
will be received in 10 to 20 seconds. Shoul d the connection
between Site 111 and SYNAPSE be down, a DF Backup Tape can be
used to |l oad the data into the SYNAPSE functi on. The NERVE
process builds two files, First Raw Data file (PROD*FIRST) and
the Second Raw Data file (PROD*SECOND). These files are filled
with the raw satellite data, nine buffers at a time, alternating
bet ween files.

The "Satellite Processing Controller/Manager" process
compares i nformation fromthe Quarter-Obit Control file (which
describes the data to be expected) with the header data that'
comes in through the "Realtime Data Take and Mbonitor" process.
The comparison is done in order to deternine if the data that was
received was what was actually expected. If the data is as
expected, a signal is sent to the "Data Rectification” process
(CARTO) to begin ingesting data into the SGDB. The “pata
Rectification" process also obtains data fromthe Satellite
Location files in order to performits function.

The "Data Rectification"” process creates three georeferenced
dat abases, one each for both Doles on a Polar Stereographic
projection, and one for the rest of the world on a Mercator
projection. The "Data Rectification"” process pulls the data from
the First Raw Data File and Second Raw Data file f or
incorporation into the SGB, always processing the file that is
not being accessed by the "Realtime Data Take and Monitor"
pr ocess. The process then continues back and forth between the
“First® and "Second" files until the data flow is complete and
all data is transferred to the SGDB. The process takes about
four mnutes to go fromSite IlIl to the SpHS for a full satellite
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r eadout .

In addition, the "Realtime Data Take and Monitor™ process
updates the Z-Bit files (PROD® VEnnnnZBIT, where Q@ nnnnmis a DVSP
vehicle identification nunber) that contains the on-board
ephermeris data. The epheneris data is Dulled from each scan |ine
of the imagery. Processing of the s8sM/I data uses this file to
earth locate the ssM/I imagery. Al other m ssion sensors use
the Satellite Location file generated during the schedule build
pr ocess.

A: Organi zati on Responsi bl e: SYSS

B: Equipment: Uni sys 1100/91 (System 5)

C. Input: Primary Sensor Data from the Data Formatter (or
the Data Formatter back-up tape)
PRCD* DELFI LE
PROD*EPHEMOOOOOK

Qut put : SGDB

PROD*WXnnnnZBIT

2.3.2.2 Display Process

An additional use ofthe SGB is in the production ofvisual
or IR pictures produced by the BI G D display machine. Data from
the SGB is extracted and put into files by the "Super Chromatic"
process (DOKP*ABS.SCHRON)andthen transferred back to Site 111
via the HYPERchannel, by the "Transfer BIG-D"™ process
(DOKP*ABS .XFRBGD). The "super Chromatic" process extracts
visual or IR data for specific areas of the world at set tines
each day. The actual pictures are then prepared by the BIG D for
sel ected customers both within and external to AFGAC. For
example, Site Il|l uses the display for quality control purposes.
Refer to Figure 5 for a diagram of the D splay process.

The Display Requirenments file (DOKP*RUN.DSPINT) is an add
element (a string of data that is read by a program containing
the static requirenments for display of SGDB imagery. Wenever
the static requirenents change, this fileis nodified so that it
contains the new data and the *Display Initialization@ process
(DOKP*ABS.DSPINT) is executed to read the add element data into
the Display Control file (PROD*DISPCNTRFILE) in ASCII format.

The Display Control file is a word oriented single sector file of
static display requests.
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The "Display Update® process (DOKP*ABS.DSPUPD) generates the
Display file (PROD*DISPLY) which is a 14-day schedule of BIGD
di splay requirenents. This process is run routinely on every
Monday to update the contents of the DOKP*DISPLY file. Thi s
allows for changes in display requirements as well, because it
can be run at any tine. It also provides an editing capability
that permts "off cycle*' changes to be nmade to the Display file
if necessary. Temporary, or one-tinme, requests for displays are
routed through the "User Request" process (DOKP*ABS.USEREQ).
These requests can be for a one-tine display or nultiple display
requests up to two weeks in duration. The process is interactive
in that the user is pronpted for the appropriate information.
The process forwards the temporary request to the Display file.

The BIG D Display Checklist printout is generated fromthe
Display file (PROD*DISPLY) by the "uUpdate® process
(DOKP*ABS.DSPUPD). This printout contains information on the
sequence of events for the display of imagery on Bl GD. The
printout provides a two week-long, tinme sequenced schedul e that
permits Site ||l personnel to track inmagery display processing.

The "Display Transfer" process {(DOKP*ABS.DSPXFR) t akes
requirenents fromthe Display file and generates the APSTATIC
D spl ay Requirements fil es (PROD*APSTATICA/B). These files, in
field data format (a six-bit character code which is the standard
internal character set used by the Unisys 1100 EXEC operating
systen), define the display requirenents for the next 24 to 48-
hour period and provide the instructions for the “Super
Chromatic" process. This is a temporary neasure to be used only
until the "Super Chromatic" process is nodified to read directly
from the Display file. The APSTATIC Display Requirenments files
are regenerated each day into “aA* and *B* files which contain
requirements for the current as well as the follow ng day.

Informati on £rom t he APSTATIC D splay Requirenents files are
provided to the "sSuper Chromatic" process which defines the
visual pictures to be produced on the BIGD in Site Ill. This
process, which continuously runs on System 5, copies data from
the SGDB to prepare files of specific areas of the world at set
times each day. Data is obtained fromthe SGB visual and IR
Polar St er eographi ¢ projection databases, and from the visual and
I R Mercator projection databases.

The "Super Chronmatic" process formats the inage data
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correctly for the BI G D nmachine, generating the D splay SCHRON
files (PROD*DISPLAY-xuxx, Where *"sox® is the assigned display
nunber £rom the APSTATIC D splay Requirenents files). This file
is then transferred by the "Transfer BIG D' process to Site 111
and is then used by the BIG D nmachine to generate the hardcopy
di splays of SGB information in response to requirenents from
sel ected custoners in AFGWC.

A: Organi zati on Responsi ble: SYSS

B: Equipment: Unisys 1100/91 (System 5)

C. Input: SGDB IR Mercator Projection Dat a
SGEB IR Pol ar Stereographic Projection Data
SGB Vi sual Mercator Projection Data
SGB Vi sual Pol ar Stereographic Projection Data
DOKP*RUN.DSPXXX
Temporary Requests

Qut put: PROD*DISPLAY-3o&X

BI G D D splay Checkli st

2.3.3 Mssion Sensor Processing

The M ssion Sensor Preprocessing function is responsible for
i ngesting, sorting, and storing data for all DMSP M ssion
Sensors. Sensor data is stored into preparation files
(Prepfiles), which are files that contain reformatted m ssion
sensor dat a. One pPrepfile exists for each m ssion sensor, except
for the ssM/T data, which has a separate file for each satellite.
No NOAA mi ssion sensor data is processed at this time. Alist of
pvsP M SSsion sensors and their functions is provided at Appendix
B. Specific functions perforned by the Mssion Sensors
Workcenter are described in the follow ng paragraphs.

2.3.3.1 Mssion Sensor Preprocessing Function

The "M ssion Sensor Data Ingest* process (SSPRCV) receives
raw m ssion sensor satellite data fromthe Data Formatter in Site
Il and stores the data on disk. After the ingest is complete,
the data are sorted by sensor type and stored in individual files
ready for use by application prograns.

In addition, mssion sensor prograns can supply data to
outside custoners via tapes, AUTODIN transm ssion, and landline
or satellite data link transfers. The mission sensor data files
are also used to nonitor both neteorol ogical and space
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envi ronnment characteristics. M ssion sensor personnel also work
closely with contractors to nonitor satellite sensor health.
Refer to Figure 6 for a diagram showing the overall M ssion
Sensor Processing function.

2.3.3.1.1 Ceneration of Prepfiles

M ssion Sensor data is routed through the Data Formatter
which buffers and reformats the data into one-second packages and
forwards the data to System5 for further processing. On System
5, the data is ingested by the "Mission Sensor Data Ingest™
process, then stored in raw data files by the "Mission Sensor
Data Sort" process (SSPSRT). This process uses information such
as satellite identification and start/stop tine fromthe M ssion
Sensor Scheduling file to build a readout information record for
each revolution in the Prepfile. The "M ssion Sensor Data Sort"
process also gets satellite location information, onamnute by
mnute basis, fromthe Satellite Location files and stores the
data in the Prepfiles in packets which contain 60 seconds of data
along with the associated satellite |location information.

The "M ssion Sensor Data Sort"™ process segregates the data
by sensor type and saves the data in Prepfiles. |If there is a
system probl em where data cannot be directly received from Site
I1l, a data formatter back-up tape is used to |oad the data

t hrough the "Mission Sensor DF Tape Ingest" process (SSPDFT).
Refer to Figure 7 for a diagram of the GCeneration of Prepfiles
pr ocess.

A: Organi zation Responsible: SYSS

B: Equi pnent: Unisys 1100/91 (System 5)

C. Input: M ssion Sensor Data from the Data Formatter (or
t he Data Formatter back-up tape)
PROD*EPHEMOOOOK
PROD* INFODP
SSCF*ACFPARAMETER
SSP*CONTROLFILE

Qutput: Prepfile SSP*IESPREPFILE
Prepfile SSP*BSPREPFILE
Prepfile SSP*BXPREPFILE
Prepfile SSP*IEPREPFILE
Prepfile SSP*J4PREPFILE
Prepfile SSP*JPREPFILE
Prepfile SSP*KPREPFILE
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2.3.3.1.2 CGeneration of Quality Control Statistics

The "M ssion Sensor Data Sort" process also generates
quality control statistics for each readout that is processed.
These statistics are used bythe "Mission Sensor Data Quality
Control® process (SSPQC) to generate daily and nonthly quality
control reports. One report is used by SYSS and a second report
is sent to the Westinghouse Corporation via magnetic tape. Refer
to Figure 8 for a diagram of the Generation of Quality Control
Statistics process.

A: Organi zati on Responsi ble: SYSS
B: Equi pnent: Unisys 1100/91 (System 5)

C. Input: M ssion Sensor Data from the Data Formatter (or
the Data Formatter back-up tape)
PROD* EPHEMoOOOEX
PROD*INFODP

Qut put : SYSS Pri nt out
West i nghouse Quality Control Report and Data
Tape

2.3.3.1.3 CGeneration of AFTAC Data

The "Select SSB/X Sensor Data Records" process (SSRRQS)
sel ects sanples of sSSB/X sensor data fromthe SSB/X Pregaration
file (SSP*BXPREPFILE) and sends them to the Air Force Tacti cal
Applications Center (AFTAC/TNT) via an AUTODIN |line in near real-
time. As soon as the data is placed in the 88B/X Preparation
file, the "Select SSB/X Sensor Data Records" process checks the
Request file (SSR*REQUESTFILE), which is a list of the data that
AFTACis interested in receiving. The AUTODIN Message Format
file (SSR*RQSCONFILE) provides the control elenents of the data
to actually pull out of the Request file. Refer to Figure 9 for
a diagram of the Generation of AFTAC Data process.

A: Organi zati on Responsi bl e: SYSS

B: Equi pnent: Unisys 1100/91 (System 5)

C: Input: PROD* EPHEMsoOto®t
PROD*INFODP
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SSB/X Prepfile
SSR*REQUESTFILE
SSR*RQSCONFILE
Qutput: ssB/X data file to AFTAC/TNT (vi a AUTODIN)

2.3.3.1.4 Ceneration of Wstinghouse Prepfile Report/Tapes

The *"Prepfile Reports/Tapes" process (ACFPRT) uses
information in the ASCII Control file (SSCF*ACFCONTROL), the
ASClI| Paraneters file (SSCF*ACFPARAMETER), and desired m ssion
sensor Prepfiles to generate printed reports in a predefined
format for the Westinghouse Corporation. The reports and data
can al so be sent out on nagnetic tape. Refer to Figure 10 for a
di agram of the Generation of Westinghouse Prepfile Report/ Tapes
pr ocess.

A: Organi zati on Responsi ble: SYSS
B: Equi pnent: Unisys 1100/91 (System 5)
C. Input: Prepfiles
SSCF*ACFCONTROL
SSCF*ACFPARAMETER
output: Westinghouse Report and Data Tape

2.3.3.1.5 Ceneration of Prepfile Tapes

The "Generate Prepfile Tape" process (SSTWRT) copies raw
Prepfile data to tapes for use by various governnment and
contractor users. The process uses the Custoner Request file
(SST*CUSTOMERFILE), which is a list of external custoners and
defines what Dart of the Prepfiles needs to be extracted and
provi ded to each custoner. The tapes are sent to Phillips
Lab/SUNO, AFTAC/TNT, Los Alamos National Labs, NOM National
Ceophysical Data Center (NGDC), and The Aerospace Cor poration.
These tapes are made twice daily, every 12 hours. One set of the
tapes is also kept by AFGWC/SYSS to provide a 31 day archival and
recovery capability. Referto Figure 11 for a diagram ofthe
Ceneration of Prepfile Tapes process.

A. Organi zati on Responsi bl e: SYSS
B: Equi pnent: Unisys 1100/91 (System 5)
c: Input: Prepfiles
SST*CUSTOMERFILE (contains tape data requests)
Output: Prepfile data tapes
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2.3.3.1.6 Generation of Space Forecast Center Transfer Fil es

The "Generate Space Forecast Center Transfer Files" process
(SFCXFR) extracts data fromthe Prepfiles that contain space
environment data. The 8sJ/4 data is being sent at this time;
SS/IES and SSM are planned in the near future (1992-1993). The
process obtains routing and transfer control information f£rom the
Transfer Control file (SS*XFRCNTLFILE). The transfer is done via
the SFC Transfer File (SFC*AAAPBBHHMMSS, where SFCis the Space
Forecast Center ldentifier; AAA is the type of data; P stands for
"plus"; BB is the readout's R+ nunber; HH is the hour the file
was created; MM the mnutes after the hour the file was created;
and SSisthe seconds after the mnute the file was created).

The actual transfer takes place as soon as each satellite
revolution of data is received in System 5. Refer to Figure 12
for a diagram of the Ceneration of Space Forecast Center Transfer
Files process.

A: Organi zati on Responsi bl e: SYSS
B: Equi pnent: Unisys 1100/91 (System 5)
C Input: SS/ | ES Prepfile
SSJ/4 Prepfile
SS* XFRCNTLFI LE
SSM Prepfile
Qut put : SFC*AAAPBBHHMMSS

2.3.3.1.7 Generation of Shared Processing Network Product

The "Cenerate Shared Processing Network Product” process
(SSXFR) obtain8 ssM/T, SSM T-2, and SSM/I data from t he
appropri ate Prepfiles for transm ssion to the National
Environnental Satellite Data Information Service (NESDI S), FNOC
and the Naval Cceanographic Center. The transfer is done via the
NESDI S Transfer File (WXAAAA® BBCCCCCPDD, where WK is the DVSP
prefix; AAAA is the satellite identification nunber; BB is the
first two letters of the Prepfile; CCCCC is the readout
revol uti on nunber; Pstands for *plus"; and DD is the readout's
R+ nunmber). The data is sent over landlines fromthe SDHS, and
is done after each satellite readout. Refer to Figure 13 for a
di agram of the Ceneration of Shared Processing Network Product
pr ocess.

A: Organi zati on Responsi ble: SYSS
B: Equi pnment: Unisys 1100/91 (System 5)
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C: | nput: SSM/T Prepfile
SSM T- 2 prepfile
SSM/I Prepfile
Output: WXAAAA*BBCCCCCPDD

2.3.3.2 Mcrowave Tenperature Sounder (SSM/T-1)

The M crowave Tenperature Sounder is a seven channel, seven
frequency, passive mcrowave sounder that senses in the 50 to 60
GHz band. This instrument neasures mcrowave radiation emtted
fromdifferent heights within the atnosphere. The data provides
forecasters profiles oftemperature, height, and thickness versus
altitude, and tropopause temperature. The environnental data
provided by the SSMT-1 is incorporated into the AFGAC Upper Air
Dat abase (XTPRB). Custoners can access the database for
applications such as analysis and prognostic models, aircraft
routing and refueling, global cloud analysis, severe weather
poi nt anal ysis and warni ngs, point analysis anywhere on the
gl obe, tropical stormanalysis and forecast, airfield forecasts,
m ssion tailored forecasts for the Air Force and Army, and
classified project tasks.

Processing of SSMT-1 data starts with the process "compute
SSM T-1 Sensor Data Records"™ (SS*ABS.PROC-A/SSMT1) which conputes
earth located, calibrated Kelvin brightness tenperatures (SDRs)
fromraw counts (electric voltages fromthe T-1 sensor). An SDR
is generated for each of the seven channels within one scene
(footprint) and there are seven scenes per scan. The process
uses data from the 8sSM/T-1 Preparation file (SSP*MTPREPFILE)
which contains the formatted raw counts and epheneris
i nformation. The M ssion Sensor Production Control file
(SSP*CONTROLFILE) and the Binary Paraneters file
(SSCF*CFPARAMETERS) are inputs that provide format information
from the Hem spheric Fixed Field Database (RFIX64) to obtain
geography type and terrain el evation data. SSM T-1 antenna
temperatures (SSMT*CALGAIN),temperatures that are not corrected
for antenna pattern effects (i.e.,side | obes), are cal cul ated
first and then are used in the Brightness tenperature
cal culation. The process stores the generated SbRs in the SSM/T-
1 Brightness Temperature file (SSMT*BRTEMP). Refer to Figure 14
for a diagram of the SSM T-1 Sensor Processing software.

The *Compute SSM T-1 Environnmental Records® automatically
starts after the "Compute SSM T-1 Sensor Data records" process
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finishes and cal cul ates a tenperature, height, and thickness at
mandat ory pressure |levels, as well as tropopause tenperature and
pressure. This profile (sounding) is called an Environnental

Data Record (EDR) and is calculated for each scene that is not
determ ned to be precipitation contam nated. The process
requires information from the 1000~-mb hei ght forecast (XTGBLF) to
stack the thicknesses on to determ ne the height paraneters in
the profiles. The process calculates an EDR by multiplying the
seven SDRs per scene by matrix regression coefficients stored in
the SSMT-1 D Matrices file (SSMT*DMATRICES) in a statistical

i near regression equation. The EDRs are stored in the SSMT-1
soundings file (SSMT*SOUNDING). Areduced data density version
of the ssMT*SOUNDING file is created call ed AFGWC*MPKGX (X=0-4
for different revs of T-1 data that are simultaneously being
processed) which is transferred to update the Upper Air Database
(XTPRB), which contains satellite soundings, conventional

rawi nsonde and rocketsondes, as well as pilot reports. The
reduced density version is created due to database limtations of
TERB. Frocessing options can be set in the SSMT-1 residual
statistics file (sSsMT*SSMTSTATFILE) to control diagnostic print,

t hreshol d paraneters, and processing controls for the SSM T-1
system The raw count and epheneris data can be witten to an
output file (ssMT*oUTPREP), the spbrs can be witten to an output
file (ssMT*ouTsDR), and the EDRs can be witten to an output file
(ssMT*ouUTEDR) Which are all formatted for easy inaging display on
a workstation or VAX hardware environnment.

The “compute SSM T-1 Environnmental Data Record® process also
sends the EDRs to the Verification file (SSMT*VERIFICATION).
This £ile stores eight 3-hour cycles of SSMT-1 EDRs for use by
the "Generate Verification Statistics" process (SS*ABS.MICRO-
CHECK). This processis started manually once per day to
cal cul ate root nmean square (RVB) and bias statistics. The
process co-locates SSMT-1 profiles with conventional raw nsonde
and rocket sonde soundi ngs using 3-hour tenporal and 100 NM
spatial match criteria. The RVS and bias for tenperature,
hei ght, thickness, and tropopause are stored in the SSMT-1
residual statistics file (SSMI* SSMISTATFILE) for use by the
anal yst to nonitor system performance. If a match neets a user
specified quality threshold, the process generates a data
measured (DM and data calculated (DC) pair and stores it to the
statistical sums file (SSMI*D UPDATEDATA) . The "Cal cul ate D-
Matri x Regression Coefficient" process is nmanually started once
per day to determne if new D-Matrix coefficients should be

38



generated for future use by the “Compute Environnental Data

Record" process. It uses the DM/DC pairs in the statistical sums
file (SsSMT*D-UPDATEDATA) to calculate a variety of statistical
tests regardi ng sample size and quality. If these tests are

passed, it updates the error covariance coefficients and
generates new D-Matrix regression coefficients and stores themto
g-track tapes for testing and possible inplenentation in the D-
Matrices regression file (SSMT*D-MATRICES) for use by the
“Compute Environnental Data Record" processto inprove the
quality ofthe SSM T-1 soundi ngs. Both the "Generate
Verification Statistics" and *Calculate D Matrix Regression
Coefficients™ process provides a nechanismto drive the SSM/T-1
profile retrieval towards a conventional derived profile which is
considered to be ground truth.

A: Organi zati on Responsi bl e: SYSS

B: Equi pnent: Unisys 1100/91 (System 5)

C. Input: RFI X64 Dat abase
SS* ABS. D- MATRI CES/ UPDATE
SS*ABS .MICRO-CHECK
SS*ABS.PROC-A/SSMT1
SS*ABS.PROC-B/SSMT1
SSCF*CFPARAMETERS
SSMr* D- MATRI CES
SSMr* D- UPDATEDATA
SSMr* VERI FI CATI ON
SSMr* SSMISTATFI LE
SSP* CONTROLFI LE
SSP*MTPREPFILE
XTGBLF Dat abase
XTPRB Dat abase

Qut put : SSMT*CALGAIN

SSMT*BRTEMP
SSMT*OUTEDR
SSMT*OUTPREP
SSMIr* QUTSDR
SSMI* SOUNDI NGS
SSMT*VERIFICATION
XTPRB Dat abase

2.3.3.3 Mcrowave Water Vapor Sounder (SSM/T-2)

Four channels fromthe SSMT-1 sensor augnent five fromthe
M crowave Water Vapor Sounder (SSMT-2) to generate nvoisture
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profiles. The SSM T-2 sensor has a higher resolution than the
SSM/T-1 with 16 SSM/T-2 scenes for each 8SM/T-1 scene. Thus, t he
process totake rawdata from ingest to database takes about ten
m nutes due to the higher density ofthe data. The data is
currently being processed to support the on-going sensor
calibration and validation effort to gain information on the new
8SSM/T-2 sensor. Plans call for this data to be included in the
Satellite Atnospheric Database (XUASAT) residing on the Unisys
with the SSM T-2 data for eventual use by the ASPAM nodel .

The process starts when the "Compute SSM/T-1 Environnent al
Dat a Record" process finishes. The "Compute SSMT/T-2 Sensor Data
Records" process is simlar to the "Compute SSM T-1 Sensor Data
Records*® process, Wwhich converts raw radionetric counts to
calibrated and geol ocated brightness tenperatures in Kelvin.

I nputs come from the SSM T-2 Preparation file, the ASC I
Parameters file, SSMI' Soundings file, SSMI Brightness Tenperature
file, the Hem spheric Fixed Field Database (XFIX64), Northern and
Sout hern Hem spheric Nephanal ysis Dat abase (XNNEFA, XSNEFA) ‘ and
RNGADB Dat abase. Refer to Figure 15 for a diagram of the sSsM/T-
2 Sensor Processing process.

The output from the "Compute SSMI/ T-2 Sensor Data Records”
process is an SDR that goes to the Sensor Data Record file
(SDRFILE). This is the main input to the "Build SSM T-2
Environnental Data Record" process (EDRP), which is a process
simlar to the “Compute S8SM/T-1 Environnental Data Record"
process for the SSMT-1 sensor. The "Compute SSM T-2
Envi ronnental Data Record" process sends the EDR contai ning
relative and specific humdity and water vapor mass to t he EDRX
file for transfer to populate the Satellite Atnospheric Database.

The Satellite Atnospheric Database is used by various users
at AFGAC and contains satellite atnospheric data. The Satellite
At nospheri c Database currently has noi sture soundi ngs only;
eventually it will also contain SSM S sensor data. SSMSis a
pl anned sensor for the 1997/98 tine frame that will be a single
sensor performng the functions of the current SSM T-1, SSM T-2
and 8SM/I sensors, only at a better resolution. The SSM S wi | |
al so provide upper atnospheric soundi ngs (upper air temperature
and thickness profiles).

The "Compute SSM T-2 Environnental Data Record" process
wites the EDRs that are co-located to the rawinsondes | ocati ons
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in the RAOB file (KNOWNRAOBS) and to the verification file
(VERIFICATION). The verification file is used by the
"Verification" process, which is run twice a day, to provide RMVS
and bias statistics-stored in the statistics file (STATISTICS) to
show perfornmance comparisomns between ssm/T-2 profiles and
conventional raw nsondes. Hgh quality SSMT-2 to raw nsondr

mat ches are run through a radiative transfer model within the
*Verification" process to calculate data measure (DM) and data
calculated (DC) pairs and are stored in the DC/DM pairsfile
(DCDMPAIRS). The "update D Matrices* process uses the DC/DM
pairs to generate running statistical suns stored in the DC/DM
suns file (DCDMSUMS) to run a variety of statistical quality
checks to determ ne whether the D-Matrix regression coefficients
(DMATRIXNEW) shoul d be updated. This process allows the anal yst
to inprove SSMT-2 retrievals by forcing the SSMT-2 profiles to
| ook more |ike rawi nsonde noisture profiles, which are considered
to be ground truth.

A: Organi zati on Responsi ble: SYSS
B: Equi pnent: Unisys 1100/91 (System 5)
c: Input: XNNEFA, XSNEFA Dat abase
RFI X64 Dat abase
RNGADB Dat abase
SSCH* ACFPARAMETER
SSMT*BRTEMP
SSMT*SOUNDINGS
SSP*T2PREPFILE
Qut put : EDRX
XUASAT Dat abase
SDRFI LE
Verification

2.3.3.4 Special Sensor Mcrowave Imager (SSM/I)

The 8SM/I is aseven channel mcrowave radioneter that
measures radiation (dual polarized at 19, 37, and 85 GHz;
vertical polarization only for 22 GHz) upwelling fromthe earth's
at nosphere and surface. Couds are relatively transparent to
radi ation at these frequencies, so that the entire depth of the
at nrosphere down to the surface can be neasured, not just the
cloud tops as for the case of visible and infrared instruments.
This allows many atnospheric and surface environnental parameters
to be retrieved. These paraneters are computed for each complete
set of instrunment neasurenents (spaced at 25 km), and are t hen
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gridded into the AFGWC 1/8 Mesh 8sSM/I database. The
environmental data produced from the 8SM/I neasurenents have
applications in severe weather, tropical forecasts, agricultural
nmet eor ol ogi cal (AGRMET), cloud analysis, and special support

ar eas.

The 8SM/I processing autoxntically starts for each DVSP
satellite with an 88M/I sensor. The first programruns the 8sSM/I
Pre-Processor (SS*ABS.SMIPRP), which determ nes what type of
epheneris data will be used. First SM PRP reads the M PREPFILE
to find the nost recent unprocessed rev of data, then reads the
z-bit file (on-board epheneris data file) to see if the epheneris
data for that rev is found. iIfthe rev is found, a flag is set
so that on board epheneris data will be used during processing.

If the rev is not found or an error occurs during the search, the
flag is set so that the predicted epheneris data wll be used.
The predicted epheneris is found in SSP*MIPREPFILExx, Where 3ot
refers to the DVBP vehicle identification nunber. Refer to
Figure 16 for a diagramof the 88M/I Sensor Processing process.

The next programrun is the *8SM/I Sensor Data Record
Processor" (SS*ABS.SMISDP) which generates calibrated and
geol ocated SSM/I microwave brightness tenperatures in the form of
SDRs8. Inputs to this process come fromthe Processing Options
file (SSMI*NAMELIST), the Trigononetric Table file
(SSMI*SMITRIGTAB), the Sensor Specific Constants file
(SSMI*SMISENSORxx), the Surface Type file (SSMI*SMISURTYP), the
Antenna Pattern Correction file (SSMI*SMIAPCORxx), and the Z-Bit
file.

The Processing Options file provides the processing options
for the "SSM/I SDR Processor®. The Trigonometric Table file
contains the trigononetric table for calculating *I* and "J"
poi nts (hem spheric coordinates) used in the "SSM/I SDR
Processor". The Sensor Specific Constants file is satellite
dependent and contains specific constants used for correction and
calibration of raw satellite data counts. The Surface Type file
provides information on the earth surface type, such as | and,
water, ice, etc. The Antenna Pattern Correction file contains
antenna pattern correction constant (APC) coefficients and
indices. The SsM/I Preparation file contains the raw data
bl ocks, epheneris information, and satellite time references.

Qutputs from the "S8SM/I Sensor Data Record Processor®
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include the Pull Resolution SDR file (SSMI*SMICIRFILExx), the SDR
From Mbst Recent Pass file (SSMI*SDRFILE), and the Literal 8 and
Labels file (SSMI*SMILABLIST). The Full Resolution SDR file is a
full resolution SDR circular file for the S8SM/I sensor which
contains sensor specific history information and is read by the
Real - Ti ne Nephanal ysis Mddel. The SDR From Mst Recent Passfile
contains only SpR’sfromthe specific satellite pass that was
processed. The Literals and Labels file is alabel Iist

contai ning literals and | abel s which have been updated in the

G idded Imagery Databases (1/8 Mesh SSM database).

In addition, data is received fromand returned to the ssSM/I
Gidded I magery Database, also known as the 1/8 Mesh Dat abase,
the mai n database of gridded imagery. Some resolution is |ost
when 8sM/I data is gridded into the Gidded Imagery Database.

The next step is to access the "Tell RTNEPH ssM/I Data
Ready" process (SsS*aBS.NEFSMI) which notifies the Real -Tine
Nephanal ysis Mddel that 8sM/I data is ready to be used. The
*Tell RTNEPH ssSM/I Data Ready" process receives input fromthe
Quarter-Orbit Control file. The process al so updates the SSM
Processing Status file (SSMI*NEFSMIFILE) which is polled by
RTNEPH’s interface routine to determne the |atest revolution of
data that has been processed by SSM/I.

After the “Tell RTNEPH S8sM/I Data Ready" process finishes,
the *SsM/I Environnental Paraneter Extraction" process
(SS*ABS.SMIEPE) is started. This process is the EDR processor
for the SSM/I sensor and utilizes the "SDR From Mst Recent Pass”
file to generate EDR’s and update the EDR portion of the Gidded
Imagery Database. Additionally, the process receives inputs from
t he Parameter Extraction Coefficients file (SSMI*SMIPEXTRxx) and
the Gidded | nmagery Database. The Paraneter Extraction
Coefficients file contains coefficients which are used to convert
sets of temperatures into environnental paraneter val ues. Dat a
is output to the SSM/I Gidded Imagery Database and the Literal 8
and Labels file.

Data from Literals and Labels file is sent to the "SSM/ITo
SDHS" process (SM SDH) which transmts S8SM/I data to the SDHS at
ei ght h-mesh resol ution.

A: Organi zati on Responsi bl e: SYSS
B: Equi pnent: Unisys 1100/91 (System 5)
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C: | nput:

Qut put :

Gridded | magery Dat abase
PRCD* DELFI LE
PROD*WXnnnnZBIT
SSMI*NAMELIST

SSM * SDRFI LE
SSMI*SMIAPCORsx
SSMI*SMIPEXTRxX
SSMI*SMISENSORxx
SSMI*SMISURFTYPE

SSM *SM TRI GTAB
SSP*MIPREPFILExx

G idded | magery Database
(1/8 nesh 8sM/I dat abase)
SDHS (via SM SDH)

SSM * NEFSM FI LE

SSM * SDRFI LE
SSMI*SMICIRFILExx

SSM +SM LABLI ST
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SSK

FUNCTION

A scanning gamma-ray and Xx-ray sensor used for
| ocating and characterizing x-ray sources in the
at nosphere

Ascanning x-ray intensity sensor used to |locate
X-ray sources in the atnosphere and neasure their
energy spectrum

| onospheric Scintillation Plasna Monitor; two

el ectrostatic probes are used (el ectron and ion)
to gather data required for Air Force BF and UHF
communi cation systens

A dassified Sensor

| onospheric Plasnma Monitor systemto characterize
space plasma above the peak of the ionospheric F
region

Precipitating Electron/Proton Spectroneter; used
to detect and anal yze the electrons precipitating
into the atnosphere which produce the auroral

di spl ay

Radi ati on Dosimeter; neasures the accumnul at ed
radi ati on dose produced byel ectrons, protons, and
nucl ear interactions produced by energetic protons

A triaxial nagnetoneter for precision measurenent
ofthe earth's magnetic field

Amul ti-channel, dual polarized, conically
scanning mcrowave imager. |t neasures ocean
surface wi nd speed, precipitation |ocation and
intensity, cloud water content, |and surface
noi sture, and ocean ice coverage and age.

Conbi nati on of SSM/I and SSM/T
M crowave Tenperature Sounder (SSMT-1); A seven
channel m crowave radi oneter that senses in the 50

to 60 GHz band. This instrument neasures
m crowave radiation emtted from different heights
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Wi thin the atnosphere. This data allows
forecasters to calculate profiles of temperature
versus altitude regardless of cloud cover. A
conpani on sensor, the M crowave Water Vapor
Sounder (ssM/T-2), neasures humdity in the

at nosphere.

ssM/T-2 M crowave Misture Sounder (ssm/T-2); A five
channel m crowave radioneter that senses with
three channel s near 183 GHz (water vapor resonance
line) and two wi ndow channels at 91.6 GHz and 150
GHz. This data along wwth data fromthe SSMT-1
sensor allows water vapor (relative and specific
hum dity) profiles to be calculated at sel ected
pressure | evels between 1000 mb and 300 mb.
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